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Abstract 

 
The visual system is among the best mapped neural systems in the brain. Nonetheless, there exist a 

substantial set of questions regarding the general processing structures critical to the operation of this system, 
and what happens when this system goes awry, as in blindsight and aphantasia. Here we outline a simple 
anatomic-computational structure for visual processing by combining recent advances in the visual processing 
literature with a neuroscientifically derived minimal framework for reportable perceptual awareness12. 
Throughout we will build up a basic idea of what the perceptual and visual systems we are engaging with are 
doing computationally. For the constituent neural systems, we will similarly outline their roles, and the 
evidence supporting their validity. Once established, we utilize this tentative visual processing framework to 
parse an abstract visual percept, and then examine the specific neuro-computational aberrations which give 
rise to the phenomena of blindsight and aphantasia. 

 
In doing so we will embrace the idea recently put forward by Ian Phillips that by breaking with 

assumptions of simplicity and taking on the scope of variability in human cognition we can arrive at more 
elegant explanations for complex phenomena. We also take to heart Phillips’ distinctions in potential 
variations in kinds of percepts3 which are directly and functionally distinguishable according to their 
underlying structures and dynamics. Despite the agreement there, we disagree with the assertion that 
blindsight and aphantasia are best understood as cases of minimally perceptible stimuli being mistaken for 
conscious stimuli. We instead propose that cases of function without direct awareness are indeed cases of 
function without direct awareness. We propose that cases of blindsight are cases of genuinely unconscious 
ascertainment by the neural system of visual phenomenon, and that cases of aphantasia are indeed cases of an 
inability to adequately utilize top-down signal flows to manipulate the visual cortex in a utile way. We will go 
over case studies which will clarify this view, and we will proceed to derive the expected and actual symptom 
profile of patients based on their particular lesions and accompanying aberrant information flows.  

 
We will conclude with general discussion on what the visual processing system might tell us or not 

tell us about consciousness and cognition generally, and engage with some disagreements in the literature. 
 
 
 
 
 
 
 
 
 
 

 
1 By “reportable awareness”, we mean a percept that is accessible for explicit report, verbal or behavioral, and is further 
accessible in such a manner that the perceiver can confirm the presence of the percept or describe at least one of its 
attributes replicably and above chance.   
2 In preparation. 
3 What Phillips calls “imagery”. 



A Systems-Based Understanding of Visual Processing, Mental Imagery, and Their Absence 
 

The mammalian visual cortex is a complex and exceptionally well-studied cognitive system, with the 
basic computations of the visual cortex and neural architectures they are instantiated through being well 
documented [1], [2], [3][4], and our understanding advancing to a computationally coherent [5], [6] and 
predictive, if imperfect and incomplete [7], [8], consensus. The larger perceptual system has been more slowly 
elucidated, often in conjunction with the visual system and through general anatomical and computational 
terms [1], [9], [10]. This paper aims to achieve two goals. First, we will outline a basic model of a perceptual 
system, drawing on recent scientific advancements and integrating the model with our current knowledge of 
how the visual system functions. Second, we will explain how malfunctions in this combined system can lead 
to the symptoms observed in clinical and psychological studies. 

 
 It is important to note that the paper assumes the not at all uncontroversial idea that computations 
are the sine-qua-non of cognitive processes, and that the biological structures which instantiate these reflect 
the fact that they do. Due to the significant and wide-spanning debate around such ideas, we do not engage 
with potential objections on non-empirical grounds until the discussion section, with the exception of 
footnotes. Additionally, all terms not within the purview of basic introductory neuroscience will be explained 
in the footnotes4.  

 
The Anatomy, Structure, and Function of the Perceptual-Visual System 
The general structure of the minimal perceptual system we will be working with is composed of a 

frontal cortical-basal ganglia-thalamic-cortical circuit. This is the main circuit of interest as it is the circuit 
generally understood [11] to be necessary for basic human activity, directed cognition and perception[12] 5. 
This paper also utilizes a relatively simple criterion for whether or not something is “in” perception or not, 
namely that the sub-system affect and be affected by the entirety of the perceptual circuit. The reasoning for 
this is the assumed non-controversial statement that everything in perception can affect and be affected by 
any other thing in perception. If perception were not able to combine constituent percepts together by this 
standard, the functions of multi-sensory integration and abstract computation would not be possible by 
definition, since the percept would be fragmented. 

 
Due to the substantial interconnectivity of cortical systems and the small-world structure of the brain, 

we will attempt to isolate a few representative cortical areas, and simplify their roles. As such we will simplify 
the cortex to three cortical areas6, two of which are the compositional representational systems the Anterior 
Temporal Lobe and Prefrontal Cortex, and the third of which we will cover first, the Visual Cortex7. Because 
we will be speaking about blindsight later on we will also cover atypical and “redundant” pathways. 

 
 The Visual System 
 
 The visual system naturally begins at the retina, where the initial propagations and signal processing 
begin. The retina performs a substantial set of initial computations on the signals, including well understood 
edge-enhancement and movement detection computations [15]. After these initial computations, the 

 
4 As introductory neuroscience is assumed, knowledge certain facts about the neural system, including well known 
anatomical and computational dynamics are excluded. 
5 There are substantial variations in human cognitive capacities and cerebral organization. Here we first concern 
ourselves with a typical case, since any damage or developmental aberration will cause compensation, and induce an area 
typically associated with some function in most people to instead take over another function. That being said, we will 
cover edge cases in the case study sections, including cases of plasticity in blindsight.  
6 Until our discussion on mental imagery. 
7 It is generally understood that information about any given neural ensemble corresponding to an idea or representation 
will have information stored about it across the brain, in what can be described as a “hub and spoke” configuration.  Here 
we refer to what can be called the informative “central hub”. That the ATL is a centrally important structure is evident 
from lesion and imaging studies [13][14]. 



propagations continue down their respective optic nerves, combining at the optic chiasm, and then separating 
into two pathways, the first evolutionarily older pathway being the tectopulvinar pathway, and the second 
being the geniculostriate pathway. There exist two other pathways which merit mention, since functions 
relating to those have been cited as evidence in philosophy of mind and psychology literature [16], [17]. 
Propagations continue down the optic tract and terminate at the pretectum, to control among other things 
reflexive control of pupils to light, and separately terminate at the hypothalamus, to help regulate circadian 
rhythms[18]. 
 

The propagations going through the tectopulvinar pathway continue from the optic chiasm towards 
the superior colliculus (a brainstem area responsible for such things as control of eye movements and general 
“target” tracking using a map-like structure), and then continue to the lateral posterior nucleus, and 
neighboring pulvinar. The propagations down the lateral posterior nucleus lead to the precuneus [19], 
superior parietal lobule [20], the temporal lobe [21], and the visual association area [22]. The propagations 
down the pulvinar separate into the medial and lateral pulvinar nuclei.  

 
Propagations down the medial pulvinar nucleus pass to the cingulate, posterior parietal, motor, and 

prefrontal cortical areas. Propagations through the lateral pulvinar nucleus go to the early visual cortical areas 
[23], and the posterior parietal and dorsal stream cortical areas [24]. These pathways are important in 
articulating the reasons for visual discernment capacity in blindsight [25], [26]. In particular, the pulvinar 
nucleus and its efferent endpoints are understood to provide non-visual-cortex-mediated visual information 
to the middle temporal area sufficient for complex tasks. More impressively, this information stream is 
sufficient for a reportable perceptual evaluation of complex visual stimuli, granted extensive re-wiring in early 
childhood [27]8. 
 

The geniculostriate pathway, by far the most extensively studied, has signals go down the optic tract 
towards the lateral geniculate nucleus, and pass through two different white matter pathways which combine 
and synapse at V1 [29]. From there, ventrolateral propagations move through short white matter tracts to V2, 
then V3, then V4, and from V4, continue to the fusiform face area, V8, and the posterior inferotemporal 
cortex [30], [31]. The ventromedial propagations move from V2 to the prestriate cortex9 and the dorsal 
transitional visual area. Both signal the ventromedial visual regions, and from there contribute to various 
diffuse computations both along the ventromedial path and outside of it [30]. This pathway permits the 
translation of retinotopic visual information, permitting evaluations of texture, color, depth, form, motion, 
and object presence. Dorsal propagations continue from V3 and V3a to the intraparietal sulcus10 and then to 
the dorsal pre-motor areas11 [32]. This path is responsible for evaluating spatial characteristics and for the 
execution and evaluation of movements.  

 
The visual system has direct bidirectional connections to the anterior temporal lobe through the 

inferior longitudinal fasciculus, which allows the anterior temporal lobe to communicate with the visual 
cortex, primarily V1[33]. Similarly, the visual cortex has direct reciprocal connections to the frontal lobe, 
including the prefrontal cortex, through the inferior fronto-occipital fasciculus [34]. In order to understand 
the peculiar lesion-induced effects on the visual system, it is important to understand that both the fasciculus 
mediated, and the cortical U tract mediated propagations may inform the same endpoints, but provide 
different information, which is at times redundant or modulatory.  

 
 

 
8 It is important to note that the study focused on the middle temporal area, and, while noting that other areas must also 
be playing a role in the preserved function sans-V1, they did not investigate the lateral posterior nucleus, which is 
understood to instantiate a retinotopic map in order to facilitate localization of salience, motion, and fear [28]. 
9  Broadman’s area 18 & 19. 
10 Broadman’s area 5. 
11 Broadman’s area 6. 



Anterior Temporal Lobe (ATL) & Prefrontal Cortex (PFC) 
 
The ATL retains central object representations and the relational structure between said 

representations12 [38]. These are sense invariant data structures of objects, concepts, and relationships, linking 
various sensory features to an abstract, modality-independent identity, permitting what we could identify as 
abstract computational comparisons. In other words, the ATL distills the varied sights, sounds, and other 
features of an entity into a stable concept, a unified representation not dependent on sensory modalities [39]. 
That the ATL is critical for semantic memory, our knowledge of objects, people, words, and facts is 
evidenced by lesion studies demonstrating a lack of semantic capacity in patients[40], [41], [42] and ECoG 
demonstrations of the ATL is a “heteromodal” hub [43]. 

 
In this perceptual circuit, the ATL provides the general abstract content that is experienced, the 

“what” that is being represented in mind13. It is the repository of the current abstract percepts and thoughts, 
encoded as interconnected semantic14 representations. For example, perceiving or recalling15 a dog would 
activate an ATL ensemble for “dog,”[47], which then broadcasts this content to the PFC [48]. Top-down 
signals from PFC [49] and modulatory input from the thalamus [50] can bias ATL activity, strengthening 
certain features or associations while damping others.  

 
The prefrontal cortex (PFC) acts as the brain’s affective evaluator and guidance mechanism within 

the perceptual circuit. The PFC integrates the information coming from the ATL with context about goals, 
expectations, preferences, and task-relevance. It performs what is in essence a higher-order appraisal, 
essentially asking of the current pattern of representations at the ATL, “What does this mean for me? Is this 
good, bad, or neutral?” Neuronal activity in medial [51] and orbital regions of PFC evaluates16 the value and 
emotional significance of stimuli [52], [53], while lateral PFC regions incorporate rule-based and goal-oriented 
processing [54]. The PFC is richly interconnected with sensory, limbic, and memory systems [55], permitting 
the PFC to compute an evaluation of the current state of the corresponding system [56], [57], drawing on 
both the abstract content from ATL [58] and afferent evaluations from limbic systems [59], [60]. 

 
In sum, the PFC functionally binds representations and evaluates the pattern of representations in 

the ATL. The PFC then modulates the activity in the ATL [61], [62] and additionally communicates the 
determination of the overall value and affective status of the pattern of representations in the ATL to the BG 
[63], [64], [65]. 

 

 
12 Representations here are of the sort typically described as “engrams”, or discrete sense-invariant modular neural 
ensembles corresponding to a particular object or abstract concept. This description is derived from connectomic 
analyses of mammalian neo-cortex, which demonstrate that propagations through the neocortex take the form of graph-
like structures through what can be adequately characterized as a directed hypergraph neural network [35], [36]. Because 
of the known overlapping structure of object representations and plentiful neural imaging work, it can now be minimally 
assumed, regardless of architecture, that the temporal lobe, particularly the anterior temporal lobe, does hold sense-
invariant object data [37].  
13 It is important to note that other parts can take part in sense invariant relational representations [44], and that the 
cortex is plastic enough to generally instantiate the same functions in areas other than the anterior temporal cortex. This 
is what happens in cases of semantic recovery post-lesion.  
14 Here a semantic representation is a representation which has sensory-feature based capacities attributable to its 
efferent connections to sensory systems, and category and network-based capacities attributable to computations over 
the overlapping modular neural architecture. So, a neural ensemble is a semantic representation of a thing of this kind 
insofar as it elicits or is elicited by the particular pattern of activation corresponding to the pattern elicited by direct 
ascertainment the thing in the sensory modality under consideration.  
15 Recalling the dog is taken here to constitute the top-down instantiation of the “dog” pattern in the relevant sensory 
modality, in this case the visual modality. This is consistent with the neuroscientific consensus [45] and the substantial 
majority of neural imaging evidence, including evidence demonstrating the necessity for primary visual cortex in the 
creation of mental imagery [46].  
16 Based on prior experience and training.  



Basal Ganglia (BG) 
 
The BG, treated as a whole, integrates information sent from the PFC along with inputs from the 

ATL [66] and many other systems [67] to create a measure of how the system currently is, in other words, the 
“hedonic value” of the system and its trajectory, to the end of dynamically responding to the current state of 
the system [57], [68]. The BG communicates that measure to the thalamus [69], [70] which subsequently 
communicates and modulates systems such as the BG itself, the ATL, and the PFC, thereby completing the 
loop. 

 Striatum (Part of Basal Ganglia) 
 
The Striatum is the primary sub-system of interest for this examination17. The striatum can be seen as 

constituting the evaluation of the incoming information from the PFC, and creating a single linear evaluation 
of the overall incoming information, from which the trajectory of hedonic value can be additionally 
determined . Valence here is grossly a linear measure, instantiated via population code, of “is this good or 
bad? And by how much?” 

 
Via extensive reciprocal engagement with the cortex, thalamus and other parts of the BG, the 

striatum instantiates and heavily influences sensory gating, selective attention, and temporal structure [71]. 
The striatum serves to guide action, and more importantly serves to change the existing dynamics through the 
thalamus in order to concur with its evaluation of the overall condition of the system [72], [73]. That the 
striatum affects the overall circuit dynamics through the thalamus is quite important in understanding why 
recovery of consciousness and therefore perception in coma patients is substantially determined by the 
persistence or recovery of striatal function [74]. To reinforce its importance, upon ablation of the striatum, 
stereotyped repetitive behaviors emerge [75], as does the complete cessation of motivated behavior, including 
basic survival behavior [76].  

 
Thalamus 
 
The Thalamus modulates the cortex at large, including the ATL and PFC and further modulates a 

great number of other neural systems, changing the dynamics of the overall system to reflect the BG’s 
evaluation of the current state of events, as well as the concurrent computations of a wide swath of neural 
structures [77], [78].  

 
The thalamus is often described as the brain’s central relay station. Here, the thalamus plays an active 

role in regulating, directing, coordinating, and synchronizing global neural activity [77], and as such is a 
necessary prerequisite for the direction of perception towards a given modality [77], [79]. In the general 
perceptual circuit, the thalamus functions as the global context regulator and broadcaster of the valence 
evaluation computed by the basal ganglia. Once the BG have evaluated the current condition of the system, 
the thalamus propagates this evaluative result broadly to the cortex [80], ensuring that the entire network 
updates according to the new information in a context specific manner18. Anatomically, certain thalamic 
nuclei (like the intralaminar and mediodorsal nuclei) have diffuse projections to widespread cortical areas 
enabling them to enact modulation across the system. Under this system, the thalamus receives the “verdict” 
from the basal ganglia, a signal that “this is important” or “this is not rewarding”, and then broadcasts that 
signal to influence processing in sensory, associative, and motor regions accordingly [81]. Essentially, the 
thalamus helps align the subsequent time-step of the system with the evaluative feedback, so that what the 
cortex represents and computes in the next moment reflects the outcome of the previous moment’s appraisal. 

 

 
17 In the basal ganglia there are a few structures which can partially perform the role of the striatum,  
18 The context specificity of the regulation by thalamus is due to the modality specific computations undertaken at 
dedicated modality nodes in thalamus.  



Generally, the thalamus is known to help prioritize signals among vast sensory input, and here it is 
biasing the overall dynamic in accordance with the latest value assessment. Under typical conditions, the 
thalamus works in tight reciprocal loops with the cortex, where cortical feedback to thalamus helps refine 
what is broadcast [82], creating a dynamic interplay that sustains and modulates percepts. 

 
 For perception, the thalamus’s contribution is to maintain a space for the coherent integration of 

global signals [58]. It ensures that when one part of the brain “decides something is important,” the rest of 
the brain’s processing reflects or is able to integrate and interact with that decision in the next moment. We 
don’t experience disjointed bits of processing. Thanks in part to thalamic coordination, we experience an 
integrated whole, with appropriate weight given to what matters most at that time. If the ATL’s role was 
content and the BG’s role was value, the thalamus helps weave those together into a unified perspective, 
updating the entirety of the perceptual system continuously.  

 
Integration and Significance 
 
Each of the above components performs a distinct computation, and perception arises from their 

integrated activity. The ATL provides the semantic and relational content of “what is represented,” the visual 
cortex provides the raw information that is processed by several modalities and then passed onto the ATL 
semantic hubs. PFC attaches interpretive and goal-oriented meaning, or “what it means for me”, the BG 
assigns an affective valence, “good or bad”, and the thalamus and hippocampus feed those results back to 
modulate and contextualize the subsequent timestep of perception.  

 
This looping architecture is self-referential19 and continuously updating. The brain is, essentially, 

constantly evaluating its own representations, the changes therein and then modulating itself based on that 
evaluation. By understanding the roles of each node, ATL (representation), PFC (evaluation), BG (valuation), 
and Thalamus (global broadcasting), this minimal perceptual system offers a mechanistic account of the 
functions and interplay which at least partially underlie perception. Each region’s contribution is 
indispensable20 in this view, as together they form the “core circuit” which is necessary for perceptive 
processing of the sort that is experientially accessible, as evidenced by conditions where parts of the circuit do 
not get processed in perception, in which there are invariably lesions or anomalies affecting some part of this 
circuit.  

 
By simplifying the vast complexity of brain activity into this circuit of “key players”, this minimal 

circuit aims to make perception comprehensible in terms of concrete interactions among well-known brain 
systems. More importantly, the theoretically delineated circuit maps closely to our current understanding of 
the necessary clinical structures for experienced perception, especially visual perception. As we will cover in 
the next section.  
 
Mental Imagery, Aphantasia, & Blindsight: Lesions & Lessons 
 

Aphantasia and blindsight are very dissimilar conditions, which share only the fact that they are 
conditions affecting the visual system. In this section, we will put forward a set of proposals which will permit 
us to speak of the visual system in functional terms. The first and most important proposal is that of the 
existence, nature, and use of neural ensemble binding and the binding of reportable percepts. After going 

 
19 This simply means that there are computational recursive elements. 
20 It should be evident that in lesion cases, especially cortical lesion cases, plastic processes will recruit other parts of the 
brain to complete the computations that the lesion has damaged. That the brain can accommodate lesions is assumed, 
the important thing is that the information is being processed in the characteristic way. So, if you can replace anterior 
temporal lobe with posterior temporal lobe after lesion, what is important isn’t that the brain area labeled “anterior 
temporal lobe” is no more, but that the function and set of computations which were once instantiated by the brain area 
labeled “anterior temporal lobe” continue to be computed, albeit by a brain area differently labeled.  



over the proposed binding mechanisms, we will provide a general functional account of visual perception, 
then of mental imagery, and finally of aberrations in said functioning. Throughout we will appeal to lesion 
studies, anatomical analyses, and arguments in philosophy of mind.  

 
Binding  
 
There are two principal kinds of binding that we are concerned with here, visual feature binding, and 

binding of percepts. Feature binding refers to the ability to connect information from differing perceptual 
modalities into a single coherent object. Broadly, the feature binding problem is the question of how brains 
turn multiple complex sensory inputs into discrete and recognizable objects [83]. The binding of percepts is a 
greater question, which requires discussion of consciousness and the unity of consciousness. Fundamentally 
the question is how do the various neural processes construct the “phenomenal object”[84]. Given that there 
are many neural mechanisms and processes, widely distributed in the brain, how does a unified percept come 
to be?[85] 

 
Because the debate and history around binding is extensive, here we will attempt to use a minimally 

controversial account of visual feature binding, and then gradually move to a tentative description of binding 
at the phenomenal level. There is a relatively simple manner of binding together neural ensembles which will 
work well for us in describing both local and distal neural ensemble binding, that being obligate reciprocal 
activation of neural ensembles. What this means is that when one ensemble fires, the other ensemble also 
fires, and vice versa. In other words, there is functional co-activation of the neural ensembles in question. How 
these ensembles may come to be functionally bound in this manner can be considered an open question, and 
one which does not necessarily need to be answered here21. 

 
Still, to develop the intuition for the visual system, an explanation is required. The simplest answer is 

that of continual reciprocal activation, where a pattern in a given sensory modality elicits the activation of a 
corresponding neural ensemble. The corresponding representative neural ensemble then sends a propagation 
down to activate that same pattern, and vice versa. Simulations have demonstrated that a neural system 
equipped with the machinery for functional co-activation is sufficient to combinatorally compute from 
multiple modalities [86]. That reciprocal or recurrent pathways and dynamics are important to top-down 
modulation is of course not a new assertion [87], [88]. The neurophysiological evidence has only recently 
demonstrated that functional co-activation of this kind, modulated and coordinated by thalamic oscillations, 
and spread across sensory modalities in the retrieval of memories, exist and are central to function [89].  

 
The question is then asked, what does this do for the neural system? The desirability of such a 

mechanism is three-fold. First, the relative permanence of the signal will be extended, allowing for further 
computations to take place using that extended signal [90], [91], [92]. Second, the continual activation in this 
particular manner ensures that the neural ensemble adequately and accurately corresponds to the pattern it is 
meant to respond to. If, for instance, the primary visual system sends a signal that is substantially different 
from the dynamic previously active, then one expects a neural response to ensure that does not happen 
continuously. Such a disparity would further induce the activation of one of the numerous error-detecting 
signals in the brain, in this case a visual mismatch negativity signal [93], [94]. Third, and closely related to the 
second point, recurrent processing could enable the neural system to anticipate or predict stereotyped inputs, 
by instantiating a learned procession or biasing against a non-learned procession, through the continued 
temporal evolution of the dynamic. As one might expect, this particular mechanism and processing dynamic 
has been validated in mice [95], and has demonstrable further utility in delineating stimulus features in 
mammalian brains [96].  

 

 
21 For what we require, that things are bound and that communication between the bound ensembles requires 
communication, even if indirect, is sufficient for our purposes. 



Returning to the question of binding across scales, this local or even distal [97] mechanism may not 
be sufficient to explain the overall unity of perception, which we may22 wish to mechanistically explain if we 
would like to examine what does or does not make a given percept amenable to perceptual report. In order to 
answer that question, we must reconsider what we are talking about when we talk about a percept. One can 
contend that a percept is not a state or property of a given neural system, but is instead a process that is 
instantiated through a neural system.  

 
The explananda of the brain we have recapitulated thus far has focused primarily on mechanisms and 

propagations through networks, and as such has contained within it an undercurrent of process ontology23. If 
we are to take seriously the idea that perception, much like life [98], [99], could be most coherently and 
elegantly understood as a process that something performs or is, and not a property that something has, then 
we can begin to delineate precisely what the perceptual process is, and how it can go awry. That is what we 
are going to do in the following section. As for how binding occurs at the scale of the entire percept; we 
contend that, given perception is a process, the entirety of the constituent parts of any given process, in order 
to be a part of said process, must affect the dynamics of the entire process under consideration and must be 
similarly affected by the entirety of the system [100].  

 
 
Mental Imagery and Visual Perception 

 

 
22 Once again, that we can say things are bound in some manner across modalities is sufficient for our purposes, since 
binding of any given set of neural ensembles would permit us to speak about whether or not something can be bound 
according to lesion studies. 
23 The author confesses that they are sympathetic to dynamical systems theory, which can be described quite adequately 
as process ontology with computers. That being said, this is not evangelization for Whitehead. 

Figure 1: A partial diagram of the perceptual system as relevant to visual perception. In light green is the central circuit, consisting of the prefrontal 
cortex, anterior temporal lobe, basal ganglia, thalamus, and connections between them. In blue are the bidirectional fasciculi. In purple are the constituent parts of the 
tectopulvinar pathway. In pink are the direct projections of the optic disc and nerves. In white are the ventral and dorsal visual pathways. In grey are the lesions we 
will be examining. Abbreviations are as follows; V Ctx: Visual Cortex, Th: Thalamus, P Ctx: Parietal Cortex, T Ctx: Temporal Cortex, Ctx: Cortex. 



 We will begin by examining Mental Imagery, synthesizing all we have covered in order to come to an 
understanding of this system, assuming a neurotypical adult. A propagation begins at the dorsolateral 
prefrontal cortex (dl-PFC). The dl-PFC will maintain the “goal” of the mental object to be imagined, and will 
help maintain the particular desired dynamic coherent and “active” until the task ends [101][102]24. The dl-
PFC signal passes through the superior longitudinal fasciculus III (SLFIII) and is evaluated at Inferior Frontal 
Gyrus [103]. The Left Inferior Frontal Gyrus (LIFG) acts as a kind of “switch”25 which, once modulated by 
the dl-PFC signal, leads to a shift in global dynamics from domain general (non-specific) executive 
processing, to domain-specific processing, and from perceptually driven processes to higher-order semantic 
driven processing.  
 

This shift permits the propagation from the dl-PFC to make its way the IFG , and subsequently into 
the anterior temporal lobe (ATL) through a ventral fronto-temporal white matter tract 26. This representation 
then sends a propagation through the visual areas, through the Inferior Longitudinal Fasciculus, terminating 
at the extrastriate cortex. At this point, feed-back projections translate the representation into a pattern of 
activation “projected” onto V1. The resulting feedback into the dl-PFC and PFC from the ATL via ventral 
and dorsal pathways permits information to have efferent effects on the rest of the system, to the degree that 
it affects the rest of the system and so is computed across the system and therefore reportable. As time 
passes, direct communication through the ventral fronto-temporal white matter tract permits the desired 
configuration at PFC to continually guide the configuration at the ATL to the configuration that is required. 
The projection at visual cortex and the concurrent feedback as mediated by the inferior fronto-occipital 
fasciculus permits rapid communication and additional evaluation of the success or failure of the endeavor.  

 
The propagation has now resolved into a pattern in visual cortex, and is communicated and kept 

active through rapid, bidirectional feedback carried along the inferior fronto-occipital fasciculus (IFOF). This 
IFOF mediated flow permits the frontal cortex to monitor and refine the image in real time and to evaluate 
whether the imagery goal has been met. 
 
Case Studies 
 
 To briefly recapitulate, we now have a tentative system by which the frontal cortex sets a goal, for 
example, the creation of a mental image of an apple. This apple goal is communicated across cortex and leads 
to a shift in global processing, which then enables the ATL to project to the extrastriate visual systems a 
general apple pattern, which, through reciprocal and feed-back processing, resolves into an image which is 
then evaluated by the ATL and PFC. If all has gone well, we now have a continuing visually ascertained apple 
percept in our neural system, and insofar as that dynamic holds, so will the imagined apple.  
 
 What makes the apple percept an apple percept and not just apple-flavored information is that the 
apple, which our neural system is still imagining, is having a continual effect on the rest of the neural system. 
Your visual field now has an apple in it, with texture and maybe even feeling. If so inclined, you will be faster 
to think apple-y thoughts, and to ascertain an apple in a crowd of things that would occlude an apple [105], 
[106], [107]. Mental imagery does have a functional role to play in human cognition. As such we will continue 

 
24 The continual maintenance of the dynamic between the relevant parts is one instantiation of working memory.  
25 There is a dual gradient. The first is the gradient from anterior to posterior, where rostral LIFG supports abstract 
contextually-modulated processing, and caudal LIFG which supports linguistic and salience driven processing. The 
second is dorsal to ventral, where the superior LIFG supports broad frontal dynamics, and the inferior LIFG supports 
semantic and episodic processing [104], [105]. 
26 This tract is either the uncinate fasciculus or the extreme capsule. There is contemporary debate on which particular 
tract actually propagates the signal [61], [104]. That there exists a ventral fronto-temporal white matter tract, and that the 
IFG and ATL communicate through it is undisputed. Given that not a terrible amount of computation happens in white 
matter, we find the particular modality to be, for our present purposes, non-consequential. 



to treat visual perception as a process that accomplishes tasks as we examine our cases of aberrant visual 
perception27.  
 

Blindsight 
 
Blindsight is present when a person reports a lack of visual perception, but is nonetheless capable of 

exhibiting sighted behavior under certain circumstances. Typically, this condition arises from a lesion or set of 
lesions leading to a lack of visual processing at V1, the striate cortex. Function in blindsight is dependent on 
structures such as the hypothalamus, pretectum, and the tectopulvinar visual pathway. The reason that people 
with blindsight retain the ability to act on visual information is entirely due to the fact that parts of their visual 
system remain [110]. 

 
A person with blindsight is capable of navigating spaces due to the retention of a spatial location 

containing targeting system localized in the superior colliculus [110]. Pulvinar tracts through the thalamus 
permit signaling of visual information into a number of cortical areas, including but not limited to the 
extrastriate cortex, the premotor cortex, the cingulate cortex, and the posterior parietal cortex [24]. Because of 
the lack of extensive integration of these visual systems into the larger cortical system, these remaining neural 
structures can only really nudge things in one way or another, given that there is no modality for greater 
interaction.  

 
The tectopulvinar pathway, and certainly the pulvinar structures themselves demonstrate rigid feed-

forward behavior [111], which makes full functional integration unfeasible. Returning to our framework and 
criteria for integration into perception, that this pathway generally feeds information forward indicates that it 
is not liable to take part in perception, as it cannot be reasonably affected by the rest of the dynamic. The 
remaining tectopulvinar visual system simply sends signals, and biases outcomes at the cortical efferents.  

 
Moving on to the explication of obstacle avoidance capacity, the fact that two maps are going to be 

present in blindsight patients is going to permit a lot of function, especially if one informs the other. The first 
of these two maps is the aforementioned tectopulvinar target tracking map. The second is the entorhinal 
cortical map [112]. That a blindsight patient is able to navigate a room is not a great surprise considering that 
the reciprocal connections between the entorhinal cortex, which mediates spatial navigation, and the medial 
pulvinar, which integrates information from the remaining visual circuit into the entorhinal cortex [113]. 
These reciprocal connections permit the translation of the aforementioned visual tract into spatial circuits, 
which then drive the motor effects, biasing the blindsight patient to move one way or the other as one 
normally would if those were visually ascertained.28 

 
Turning to the forced-choice experiments. The existence of bias is common to human experience. 

We see the afferent information from the tectopulvinar pathway to be a biasing factor in judgements and 
actions. Some philosophers of mind have taken blindsight to be a case of “perception without 

 
27 There does exist evidence of “mental imagery” in a person who is described as being incapable of ascertaining visually 
the identity of an object, but did report the capacity to imagine objects, and was able to draw the same. This has been 
taken to mean there is a double dissociation between perception and imagery [108]. This is not the case. Those kinds of 
cases are examples of highly localized deficits in a particular pathway, here the one leading from V1 to V4 to Anterior 
temporal lobe, while the direct pathway, the inferior longitudinal fasciculus, remained unharmed. Damage is outlined 
here [109], the location of the lesion is evidenced by lack of color perception in the patient. She had focal symmetrical 
lesions at areas 18 and 19. As such, she was able to recruit the rest of the imagery system and utilize V1 through the 
direct line, and the other areas through the standard mental imagery pathway, in such a manner as to functionally 
complete and integrate the circuit. When she opened her eyes, the top-down induction of color and shape was no longer 
available, since she wasn’t purposefully adding it in. This example demonstrates one of the benefits of the systems 
approach to cognition, tying form (anatomy) to function to experience. 
28 We recognize that some people may have to consciously evaluate where things are. Nonetheless, we assume for the 
most part that the experience of not having to think about avoiding obstacles and nonetheless avoiding them is typical. 



consciousness”, or constitutive of “degraded vision” [16], [114]. Let us address those cases here. There are 
very evidently blindsight cases in which visual functions are retained, and there are cases where optic-nerve 
mediated information is sufficiently integrated into another modality as to permit the affected person to feel 
that information. They do not report this to be visual information, on account of having lost said modality. 
What is required for a visual percept to take place is for the systemic computational and functional roles to be 
fulfilled. What you need is a grid structure and a mapping of visual information onto that grid in a retinotopic 
manner. 

 
Retinotopic or simply regular grid structure is not restricted to V1 [9], so one may ask why it is the case 

that those maps don’t become integrated into vision, since, in blindsight cases, there remains visual information, and 
there are multiple map-like configurations in the brain as previously mentioned 29. The answer is that they do.  

 
B.I. lost his occipital lobes and parts of the parietal lobes at two weeks old, due to complications of a 

genetic issue. At age six, B.I. was able to adequately report his surroundings, identify colors, expressions, and 
generally navigate the world. Patient B.I.’s lesions can be characterized as a functional equivalent to the 
combination of lesions 1 and 5 in figure 1. 

 
It should be apparent that there are a lot of projections from the optic system into cortex. The 

question is not one of having visual information, it is of integrating it properly. Most blindsight patients 
become blindsight patients in their later years, and as such have not tended to recover. The difference 
between B.I. and other blindsight patients is evident. The same pathways exist, but B.I.’s brain, due to the 
exceptional plasticity available in infancy, was able to accommodate the visual information. In order to make 
this information workable the brain had to change drastically, as is evidenced by the substantial growth in 
B.I.’s medial temporal volume [27].  

 
B.I. is an interesting case because, despite his vision, he still exhibits some blindsight behavior which 

may be instructive to us. B.I. cannot see how thick something is, but when he reaches for a given thing, he 
always reaches in such a manner as to accommodate the object. He does this unconsciously. The 
tectopulvinar pathway in typical circumstances is responsible for reaching behavior. And in B.I., it continues 
that role, while taking on a few afferent roles as well. That part of the circuit functions on its own, in complex 
but regimented ways. It is in essence a kind of reflex or control system that can be employed but cannot be 
ascertained directly.  

 
Because the processing is automatic, feedforward, and independent of cognition, blindsight appears 

to be more akin such to an involuntary reflex than to “unconscious perception”, or visual perception too 
subtle to note. It is important to note that people can walk purely on reflexes adequately trained, it is a 
manner of maneuvering and fitting to task those reflexes. If blindsight is akin to a reflex, we must also note 
that there is no belief that one instantiates when a doctor hits one’s knee and one’s leg moves a bit, it is 
simply a thing that happens in a certain circumstance.  
 
 

Aphantasia 
 
A person with aphantasia is incapable of creating mental imagery. While the cutoffs are variable 

between studies, here we will primarily concern ourselves with cases of aphantasia resulting in absolutely no 
mental imagery, and will further consider a case of acquired aphantasia. There has been a growth of interest in 

 
29 The map structure is important, since a map structure would minimally retain the computational structure needed for 
visual processing. 



aphantasia by the philosophical community, as question which has persisted in philosophy of mind [115], 
[116], [117], the perennial argument over images and semantics30. 

 
Aphantasia cannot be said to be a distinction without a difference, and does induce quantifiable 

cognitive differences. People with aphantasia are not able to better find an apple in an apple-occluded search 
task, and respond differentially to fear-inducing verbal reports[119]. Aphantasia can arise from a multitude of 
causes. However, in general, what has occurred is some variation of Lesion 3 in figure 1. The top-down 
mechanisms that we outlined prior are not capable of eliciting the desired pattern through that, or any other, 
pathway.  

 
This does not have to be caused by an actual lesion, all that has to occur is that the function does not 

run. Put another way, in people with aphantasia, “feedback originating from frontal brain regions fails to 
excite activity in earlier brain structures that generate imagined sensory experiences.”[120] In people with 
aphantasia, this can occur because of higher baseline activity in visual cortex [121], lower binding or 
entraining of dynamics [122], or reduced binding between the visual and frontal cortices [123]. The common 
pathway is simply the inability to elicit a pattern in the visual cortex. That does not mean however, that 
people with aphantasia cannot modulate any neural patterns, but it means that they cannot modulate the visual 
modality.  

 
In describing what aphantasia is, one must also describe what it is not. A recent study proposed that a 

subset of aphantasic individuals may lack the metacognitive awareness of mental imagery, but may still be 
utilizing mental imagery itself. This assertion was based on the fact that, as a whole, people with aphantasia in 
this study performed on par with their control counterparts in a 3-d computer game where one had to 
familiarize oneself with a set of objects their position, then solve a distractor and reproduce the configuration. 
The idea being that in order to integrate the various perspectives into a unified whole, mental imagery could 
be necessary.  

 
The authors do state that the people with aphantasia could have been using another method, and it 

does seem very plausible that one could keep either a verbal conceptualization at hand of the configuration, 
or could have utilized sensorimotor modalities to accomplish the same. If that is the case, then we have 
succeeded in demonstrating that aphantasics can use other modalities, on par with the controls, and not much 
else.  

 
Now we move to patient PL518, or the architect. The architect lost the ability to perform mental 

imagery after a bilateral posterior cerebral artery stroke. The architect lost significant portions of the occipital 
pole, lingual gyrus, the entire fusiform gyrus, with additional damage extending anteriorly to the 
parahippocampal region, on his right. On his left, he saw damage to the medial fusiform gyrus (and 
underlying white matter) and lingual gyrus. The damage on his left, although seemingly less severe, caused his 
aphantasia.  

 
The extensive damage to grey matter in the brain areas which were affected were not the issue31, it 

was the white matter damage under the left medial fusiform gyrus that prevented the process from 
happening. Fibers from the Inferior Longitudinal Fasciculus pass through the fusiform gyrus [124]. If we 
return to the basic pathway above, the propagational path from the ATL, the part of the brain with the object 
representations, to the extrastriate or visual cortex passes through the Inferior Longitudinal Fasciculus. The 
damage took out the tract enabling the ATL to communicate with the visual cortex, and so the ATL didn’t 
pass along the representation to be projected onto V1, and so the architect couldn’t imagine.  

 
30 There are also epistemological issues which have to do with what we are justified in believing, and if percepts are 
veridical, but those concerns are better addressed elsewhere [118]. 
31 The grey matter damage outlined would have had no effect on the particular dynamic we are interested in, mental 
imagery, since the lesions simply didn’t affect the visual circuit we have been outlining directly.  



Discussion 
 

We have outlined an empirically based model of visual perception32 and mental imagery, and have 
further examined how the localized disruption of this system can lead to blindsight and aphantasia. With this 
framework in hand, we now turn to some conceptual and empirical issues, including alternative 
interpretations of these phenomena and their broader implications.  

 
A familiar debate is whether the deficits in blindsight and aphantasia involve genuinely unconscious 

processing or instead reflect a degraded form of conscious perception. In particular, Phillips has argued that 
blindsight may constitute a qualitatively diminished kind of visual consciousness. We embrace Phillips’ call to 
consider the full complexity and variability of human cognition, recognizing that perceptual experiences can 
differ substantially depending on the underlying system. However, we contend that these cases of blindsight 
and aphantasia are best understood as instances of function separate from cognition in the blindsight case, 
and a mechanism disabled for the aphantasia case. This is more parsimonious with the empirical narrative. To 
layer an additional minimally perceived thing onto what seem to be clear cut cases of brain disorders seems 
unnecessary33. 
 

In blindsight, a person with V1 damage reports no visual experience yet can respond to visual stimuli 
above chance. Some philosophers would similarly interpret this as “perception without consciousness” or a 
severely degraded form of vision. The alternative view posits that the person might have faint visual qualia 
that they fail to recognize as sight. If that were true, blindsight would not be a purely unconscious process but 
a subtle form of conscious vision. Our analysis and the evidence weigh against this interpretation.  

 
Blindsight related behavior appears to be driven by residual visual pathways which, independent of 

any substantial interaction, appear more like reflexes or biasing signals than conscious perception. The 
person’s accurate “guesses” on forced choice tests are made without any accompanying visual feeling, often 
even without an intuition that they are receiving information. That is Type 1 blindsight. In Type 2 blindsight, 
people sometimes report a vague feeling or guess that something has happened, but crucially they do not 
describe any visual qualia. These reports suggest that whatever information is guiding behavior is not entering 
the conscious visual experience, and that it is not necessary for it to enter consciousness to have an effect. It 
is not immediately apparent why we would expect it to be a conscious influence.34 
 

Having addressed some alternative interpretations and touched upon our philosophical framing, we 
can now highlight points of consensus, limitations of our account, and promising directions for future 
inquiry. First, there are important areas of agreement between our view and other perspectives. We concur 
with Phillips and colleagues on the importance of rejecting overly simplistic models of mind. Blindsight and 
aphantasia indeed demonstrate that human cognition is variable and that simple one size fits all theories of 
vision or imagery are insufficient. We have heeded Phillips’ insight that different kinds of perceptual states 
exist, distinguishable by their neural underpinnings. Our analysis explicitly distinguishes normal seeing, 
blindsight “seeing,” and imagined seeing as three distinct kinds dynamics and processes that should not be 
conflated. We also agree with the long-standing neuroscientific consensus that visual processing is distributed 
across multiple pathways.  
 

 
32 The process for visual perception and ascertainment of a scene or object is exactly the same, down to the reciprocal 
dynamics, but without the LIGF switch and ensuing cascade. 
33 That there are people who qualify for aphantasia who are able to use faint visual imagery to complete tasks does not 
seem at all unlikely. That aphantasia in general utilizes unconscious or minimally conscious faint imagery however does 
not arise from that.  
34 That being said, there are likely people who maintain parts of the visual cortex such that they are capable of perceiving 
some imagery. These are cases of partial blindsight, and do not imply people with blindsight are using some sort of 
unconscious or very faint consciously perceived (but not reported) visual processes.  



With these agreements noted, we must also confront the limitations of our approach. Our proposed 
model of the visual system and perceptual awareness is deliberately simplified, omitting many details of real 
consequence. The human brain’s visual pathways are enormously complex, involving endless feedback loops 
and interactions with other systems. While we identified key players (V1, thalamus, PFC, ATL, BG) and 
pathways (like the ILF and pulvinar routes), this is not an exhaustive map of visual consciousness, and should 
not be seen as such. For instance, we have not discussed in depth the role of the hippocampus in eliciting 
information from memory to select ATL ensembles.  

 
Moreover, blindsight and aphantasia themselves vary between individuals. There are degrees of 

blindsight, and this account did not engage with that complexity. Our account focused on broad 
commonalities and “clean” interpretations, but that does not adequately speak to the experimental realities. 
Similarly, aphantasia exists on a spectrum, and we focused on an extreme, zero imagery. Many people have 
weak imagery rather than none, and in those people it is very possible that they utilize partial maps in order to 
complete rotation tasks. Our model doesn’t explicitly address those intermediate cases.  

 
Another limitation is that we primarily considered steady-state lesions or lifelong conditions. We have 

not delved into dynamic fluctuations, such as transitions in excitability or hallucinations35. These related 
phenomena could further test our model’s generality. On the philosophical side, we have explicitly set aside 
the key question, why do certain neural integrations produce an experience in the first place? We have 
described mechanistic correlations and necessities but we have not provided a theory of why those neural 
activities feel like anything. Lastly, the explanatory framework we propose will need to be continually tested 
and refined. As new science emerges some details of our model will require adjustment. We acknowledge that 
our current explanation is not definitive and alternative models exist. In summary, while we are confident our 
systems-based account captures the essence of these phenomena, it is by no means the final word on the 
subject. 
 

Looking ahead, there are several directions for future research that emerge from this work or in 
conjunction with it. One line of inquiry is empirical. Hypoxic reperfusion shock is a substantial cause of 
permanent brain damage, and the mechanisms for it are not entirely understood, and would assist in 
understanding lesion patterns in patients with disordered perception. On the theoretical front, further 
integration with parallel bodies of work, including upcoming conference projects will be undertaken. Finally, a 
substantial omission from this work was the use of the visual system in the blind, in particular, the existence 
of visual imagery within the congenitally blind.  
 

In conclusion, by adopting a systems-level framework grounded in anatomical and computational 
neuroscience, we have shown how seemingly disparate phenomena blindsight and aphantasia can be 
understood as deficits in integration within a core perceptual loop. This account demonstrates how 
perception depends on reciprocal dynamics among key cortical and subcortical systems, and offers the 
beginning of a framework for further research into perceptual cognition. 

 
 
 
 
 
 
 
 
 

 
 

 
35 Paper is in the works on LSD. 
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